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How many statistical tests are too many? The problem of 
conducting multiple ecological inferences revisited 
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In several situations ecologists are interested in 
addressing multiple statistical tests among samples 
(e.g. a series of species or abiotidbiotic variables). The 
most common application is to carry out all 2 by 2 com- 
parisons between all samples or to perform only those 
comparisons of interest. In both cases, differences 
between samples are s.ubjected to a statistical test that 
provides the significance of the contrast. The most 
intuitive approach would be to test the significance of 
each comparison separately. For example, a commu- 
nity ecologist interested in comparing differences 
between microhabitat use by several species does pair- 
wise chi-squared tests between them. For each pair, 
the null hypothesis that 2 species in particular have 
similar habitat preferences is rejected or not, based on 
the significance of the chi-squared value between the 
2 species. Nevertheless, as I will show here, the ap- 
proach of performing multiple statistical tests indepen- 
dently is inadvisable. 

The significance level, or alpha value, established a 
priori is the probability of committing the so-called 
Type I error, which is the sampling frequency at which 
the null hypothesis will be rejected when it is true. In 
other words, if a significance level of 0.05 is chosen, for 
100 sample values of the test being conducted, 5 of 
them will be considered significant when in reality (i.e. 
in the population) they are not. Choosing the appropri- 
ate significance level allows the researcher to control 
unusual random differences in contrast to significant 
differences. Nevertheless, this probability is related 
only to a single test and cannot be maintained when 
multiple tests are being conducted. For instance, sup- 
pose that a researcher wants to conduct pairwise com- 
parisons using correlation values between 10 variables 
with a significance level of 0.05. Thus, it should be 
expected that at least 2.25 (45 times 0.05) significant 

differences should be found purely due to random cor- 
relations. Here, if only 2 significant contrasts with 
alpha set at  0.05 had been encountered, these results 
should be interpreted with caution. Consequently, as 
the number of tests being conducted increases, more 
'significant' values are found. To show this, I simulated 
multiple correlation contrasts ranging between 3 and 
60 variables (i.e. 3 to 1770 con~parisons). For each mul- 
tiple contrast, I performed 10 replicates, averaging the 
number of significant results, using random normally 
distributed variables with 60 observations. Using a 
level of significance of 0.05, a strong linear relationship 
between number of contrasts and significant results 
due only to random correlations is observed (Fig. 1). 
The slope of the relationship is b = 0.051, demonstrat- 
ing that the number of 'significant' values due to ran- 
dom correlations is actually 5 % (0.05) for all compar- 
isons. 

Zar (1996) has warned biostatisticians that 'two-sam- 
ple tests, it must be emphasized, cannot be utilized 
validly to test multisample hypotheses'. Rice (1989) 
cautioned researchers in evolutionary biology of the 
danger of interpreting significant results of 2-sample 
tests. Although such issues have been raised in other 
fields for 2-sample (or variable) tests, as I will show 
later, the problem of multiple inferences is not only 
related to pairwise comparisons using tests such as 
t-tests and Mann-Whitney tests, Pearson and Spear- 
man correlations and the chi-squared statistic, but to 
any circumstance where multiple tests are being con- 
ducted. Even though on many occasions ecologists 
have used the correct approach, more rigorous appli- 
cations are still required. Thus, my goal is to call the 
attention of ecologists to the problems related to multi- 
ple inferences in general, not only pairwise compar- 
isons, showing some solutions. 

The main concern here is to control the number of 
inflated 'significant' values with the number of tests 

O Inter-Research 1999 
Resale of full article not permitted 



304 Mar Ecol Prog Ser 176: 303-306, 1999 

- 
0 400 800 1200 1600 2000 

Number of comparisons 

Fig. 1 Correlation between the number of contrasts in multiple comparisons and the number of inflated 'significant' values 

being conducted just because of chance (Fig. 1). To 
avoid this problem (i.e. Type I errors), the probability of 
rejecting the null hypothesis should be adjusted to 
account for the number of tests being conducted. Using 
a Bonferroni inequality, it has been shown that to 
ensure an overall significance level equal to or smaller 
than alpha for all k desired tests, a significance of 
alpha/k should be used (Miller 1981). For this reason, 
the most simple and straightforward method for multi- 
p1.e inference is the Bonferroni test. Let us say that 10 
samples are being compared (i.e. k = 4 5  comparisons) 
with an alpha = 0.05, the new significance level for all 
pairwise comparisons should be 0.05/[(10 X 9)/2] = 

0.001. Unfortunately, by using such a small alpha, the 
acceptance range becomes too wide and a large num- 
ber of Type II  errors (1.e. accepting the null hypothesis 
when it is not true) would occur and the tests would 
have limited statistical power. Thus the Bonferroni 
test should not be used with a large number of com- 
parisons. To circumvent this problem while still pre- 
venting Type I error, the confidence intervals for the 
statistic being applied should be modified to account 
for simultaneous inferences. 

Several tests for performing multiple comparisons 
exist. The differences between them are mainly due to 
parameter requirements (i.e. normality and homosce- 
dasticity), criteria for how Type I errors will be defined 
and the power of the test. Classical approaches include 
methods such as Tukey, Scheffe, Least Significant Dif- 
ference, Duncan, and Newman-Keuls tests (Klockars 8 
Sax 1986, Toothaker 1991). Although some of these 
tests have been used to compare other statistics, such 

as correlation indexes (see application of Tukey test for 
the Pearson correlation index, Zar 1996), they are usu- 
ally restricted to comparisons of differences between 
means. Thus, these methods often cannot be readily 
applied to statistics like chi-squared values, overlap 
indexes, coefficients of variation, or any other statistics 
of interest. In addition, statistics for which the proba- 
bility distribution is unknown and some Monte Carlo 
procedure (Manly 1997) is used for estimating the 
probability of rejecting the null hypothesis are not sub- 
ject to standard techniques for multiple inferences. For 
these reasons, I decided to present an application of 
the sequential Bonferroni method developed by Holm 
(1979) which can be applied to almost any statistic 
because of its non-parametric nature. This technique 
was developed to increase power over the simplest 
case of Bonferroni correction that, as discussed above, 
is very conservative in rejecting null hypotheses. 
Although improvements about gaining power (i.e. 
rejecting the null hypothesis when it is not true), at 
least when applying it for comparing means, over the 
sequential Bonferroni technique have been presented 
(e.g. Schaffer 1979, 1986, Holland & Copenhaver 1988, 
Hsiung & Olejnik 1994, Seaman 1997), Holms's (1979) 
approach remains the simplest (Holland & Copenhaver 
1988) general and easily applicable method. 

To illustrate the sequential Bonferroni approach, I 
will consider an example applied to Pearson correla- 
tions between 5 morphological characteristics for 47 
fish species of eastern Brazilian fishes (Peres-Neto un- 
publ. data) (Table 1).  Considering an alpha of 0.05, 
5 correlations are significant. The application of a se- 
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Table 1. Pearson correlations and associated raw probability 
values (in parentheses) between 5 morphological charactens- 

tics for 47 species of eastern Brazilian fishes 

Table 2 Application of the seq'uential Bonferroni correction 
for correlation values in Table 1. 'Significant values at  alpha 

= 0 05 before and after correction 

Characteristic 1 2 3 4 5 
- 

1 1.000 

2 0.110 1,000 
(0.460) 

3 0.325 0.345 1.000 
(0.026) (0.018) 

4 0.266 0.130 0.142 1.000 
(0.070) (0.385) (0.340) 

5 0.446 0.192 0.294 0.439 1.000 
(0.002) (0.196) (0.045) (0.002) 

quential Bonferroni correction involves 3 steps. (l) Cal- 
culate the exact probability of having a random value 
equal or higher than the observed value for the statistic 
of interest. (2) Sort in ascending order the k compar- 
isons probability values, referring to then1 as p, (p , ,  pz, 
PS, . . ,  pk).  Tied p values can be ordered arbitrarily. 
(3) Compare each p value with the following inequal- 
ity: p i<  alpha/(l  + k -  1 ) .  If the inequality is not met, i.e. 
pi > alpha/(l  + k - l ) ,  then consider the correlation not 
significant at alpha = 0.05. Since the p values are or- 
dered,  the comparisons can be stopped after encoun- 
tering the first inequality that is not met because all the 
subsequent correlations are not significant. Note that 
after the correction only 2 correlations remained sig- 
nificant (rI5 = 0.446 and rd5 = 0.439) (Table 2 ) .  

There is a common misunderstanding that the prob- 
lem of multiple inferences is only related to pairwise 
contrasts and in extreme cases only to parametric statis- 
tics. An important element to keep in mind is that, 
whenever several statistical tests are  being performed, 
rejection due to chance is highly related to the number 
of tests being conducted just because of the law of large 
numbers (Miller 1981). In any case, regardless of 
the number of tests, corrections should be always con- 
ducted. Some additional kinds of inappropriate 
approaches of multiple inferences in the ecological lit- 
erature include: comparing several simple and multi- 
variate linear regressions for the same variables ap- 
plied to different samples (e .g ,  weight-length for 
different species, density-body size and species-area 
relationships for different regions); several analyses of 
variance applied to different variables; several analyses 
of covariance applied to several different samples (e.g. 
species or sites). Some extremes examples in the eco- 
logical literature include papers where both correct 
(e.g. when comparing sample means) and incorrect 
(e.g. comparing correlations) approaches were applied. 

A final consideration relates to the number of tests to 
be conducted. The same problem of fixing the signifi- 

i Correlation Probability alpha/ Significant 
before (1  + k - j) values after 

correction correction 
-- - 

1 0.439 0.002' 0.005 
2 0.446 0.002' 0.006 
3 0.345 0.018' 0.006 
4 0.325 0.026' 0.007 
5 0.294 0.045' 0.008 
6 0.266 0.070 0.010 
7 0.192 0.196 0.013 
8 0.142 0.340 0.013 
9 0.130 0.385 0.025 

10 0.110 0.460 0.050 

cance level before samples are taken applies to the 
number of contrasts. It is inadvisable to change the 
number of tests after the sampling has been completed 
(i.e. conduct exploratory analyses), as this can change 
the control of the significance level over random differ- 
ences. The following example, in which a researcher 
has decided to investigate the differences among 6 
sample means, illustrates this point. For simplicity, let 
us assume that the null hypothesis is true. Thus, the 
distribution of differences among means of all possible 
samples would be near zero, and any large difference 
would be due to chance. Assume now that the 
researcher has decided to compare for whatever rea- 
sons only the largest sample means. This deliberate 
(i.e. not random) choice can influence the rejection of 
the null hypothesis, because under this new scenario 
this 'chosen' difference will always exceed the differ- 
ences expected by random. Since the significance level 
does not control for systematic errors, it will not hold in 
this case. On the other hand, if one decides to decrease 
the number of samples, the significance level should 
be kept the same as for the original number of compar- 
isons planned. For the sequential Bonferroni test, all 
comparisons should be performed as  planned. If one 
decides to increase the number of comparisons, the 
probability of committing a Type I error will increase 
as well (Fig. l), but one can control for this by using 
more conservative tests (e.g.  Scheffe test). Unfortu- 
nately, again, more conservative methods might 
reduce the power of rejecting the null hypothesis when 
it is false. For comparing means, the standard Bonfer- 
roni test has been shown to be more powerful than 
Scheffe's method when the number of comparisons is 
no more then 47 (Milliken & Johnson 1992). 

Multiple comparisons of sample means have been 
the subject of many more studies than any other statis- 
tical application in both the ecological (e .g .  Day & 
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Quinn 1989) and the statistical literature (e.g. Carmer 
& Swanson 1973, Jaccard et al. 1984, Hsiung & Olejnik 
1994). Nevertheless, biologists deal with a broad range 
of situations, in which different kinds of measurements 
are necessary. The sequential Bonferroni method is a 
suitable solution for most of them, but its behavior in 
different situations is not fully realized, and studies of 
this issue should be developed. My goal in this com- 
ment is to convince ecologists to use caution when con- 
ducting multiple inferences, and that more effort in 
applying the right tools should be given. 
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